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ABSTRACT
Human landing, exploration and settlement on Mars will
require local compute resources at the Mars edge. Landing
such resources on Mars is an expensive endeavor. Instead, in
this paperwe lay out how concepts from low-Earth orbit edge
computing may be applied to Mars edge computing. This
could lower launching costs of compute resources for Mars
while also providing Mars-wide networking and compute
coverage. We propose a possible Mars compute constellation,
discuss applications, analyze feasibility, and raise research
questions for future work.

1 INTRODUCTION
Mars is the next frontier in human exploration and settle-
ment [8, 11]. Scientific probes, autonomous rovers, and hu-
man habitats on Martian soil will require a range of network
and compute infrastructure for life-support systems, commu-
nication services, and scientific data analysis with machine
learning (ML) [10, 36, 47]. The six-minute round-trip time
(RTT) for signals between Mars and Earth [10] is too large to
run all of these systems on Earth computers – instead, Mars
will require its own “Mars cloud”.

Until humans can efficiently harvest Mars’ natural re-
sources and build sophisticated data centers from them on
the Mars surface, computers and networking components
will need to be flown in from Earth. Crucially, this not only
requires launching them on rockets from Earth, but also
equipping them with landing mechanisms for Mars, which
increases weight, cost, and mission risk [11, 39].
On Earth, large low-Earth orbit (LEO) satellite constel-

lations are increasingly used to provide global broadband
Internet access [2, 17]. Studies have also shown the feasibility
of equipping such satellites with compute resources to pro-
vide in-network computing services in LEO [3, 5, 31–33, 44].
Compared to terrestrial Earth data centers, such compute
satellites have high costs, are complex, and provide only
constrained resources that make them useful only for niche
use-cases.
On Mars, however, two characteristics could make com-

pute satellite constellations a viable option: First, providing
compute services from orbit would obviate the need for Mars

landing equipment, reducing cost and risk. Second, orbital
characteristics mean that a satellite constellation with only
tens of satellites could provide Mars-wide coverage, increas-
ing flexibility for missions and human settlement.
In this paper, we provide a preliminary analysis of the

feasibility of this proposal. We make the following contribu-
tions:

• We propose a small, 81-satellite low orbit constella-
tion for Mars compute and communication services
(§3).

• We discuss possible applications for such a constella-
tion (§4).

• We provide a first analysis of the feasibility of provid-
ing compute and networking from Mars orbit (§5).

2 BACKGROUND
Mars. Mars is the fourth planet from the Sun, close to Earth,
and the most similar to Earth from any planet in the solar
system. Mars is a terrestrial planet with a mean radius of
3,389.5km (53.2% Earth radius) and rotates once every 24.6
hours [45]. Mars has little atmospheric pressure, only about
1% as dense as that of Earth at sea level [18]. Nevertheless,
weather effects in the form of dust storms are common on
Mars, with large annual storms that cover continent-sized
areas for days or weeks and global dust storms that cover the
entire planet an average of once every 5.5 Earth years [26].

Mars Exploration & Occupation. To date, Mars has been ex-
plored exclusively remotely by spacecraft such as rovers,
probes, and helicopter. Although human exploration and
settlement of Mars has been proposed and discussed as early
as the 1950s [42], more recent concepts and proposals by
governmental space agencies and private aerospace compa-
nies have targeted launch years in the 2030s [8, 46]. Missions
are usually planned to coincide with Mars launch periods,
roughly every 26 Earth months, where energy required to
transfer between Earth andMars orbits are lowest [19]. There
are many potential sites for human landing and settlement
on Mars, dictated by availability of ice deposits, risk of dust
storms, and temperature. Current analyses suggest that the
equatorial region of Mars fits these criteria best [7].
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Mars Relay Network. Data transfer between Mars and Earth,
e.g., to support the Perseverance rover, is handled by theMars

Relay Network, piggybacking onto NASA and ESA Mars or-
biters [10, 15]. This limits the required mass for Mars landers,
as they only need power and antenna for radio communi-
cation to Mars orbit rather than direct-to-Earth communi-
cation. As of now, this network provides only connections
between Mars and Earth (not between multiple parties on
Mars) and is only used for applications with limited band-
width (40.5kbit/s) [15].

LEO Satellite Networks. Public and commercial actors are
building communication constellations comprising hundreds
or thousands of satellites in LEO [2, 17]. Traditional satel-
lite Internet relays were deployed in geostationary orbit at
altitudes of more than 35,000km, inducing a high commu-
nication delay of more than 550ms RTT [29]. Technologi-
cal advances have made LEO satellites at altitudes of less
2000km possible. The smaller cone of coverage for each satel-
lite necessitates 1) more satellites per constellation to pro-
vide global coverage and 2) optical inter-satellite links (ISL)
between satellites to connect distant ground stations with
high bandwidth without terrestrial relays [2, 17]. Further,
orbital mechanics mean that satellites travel at high speeds
in relation to Earth, e.g., 27,000km/h at 550km altitude [4].
As a result, ground stations frequently connect to different
satellites.

LEO Edge Computing. Researchers have proposed extending
LEO satellite networks with compute resources to provide
orbital in-network computing [3, 44]. Similarly to terrestrial
edge computing, this could provide low latency compute
services to clients and reduce network strain for bandwidth-
intensive applications, including metaverses or the Internet
of Things. The key challenges of LEO edge computing are
deploying application services on limited resources and coun-
teracting the highly dynamic LEO satellite movement [35].

3 LOW-MARS ORBIT CONSTELLATION
The Mars equivalent to geostationary orbit is the areostation-
ary orbit about 17,000km aboveMars’ surface [23]. Assuming
a 25° minimum angle of elevation for ground station equip-
ment [4], four areostationary satellites are enough to cover
the entire equatorial circumference of Mars. At this altitude,
however, only ground stations below the 56.3° latitudes can
access the network. While this may be enough for early hu-
man settlements, it excludes much of the planet, including
its polar region. Even more important, a high altitude also
leads to higher transmit power requirements: Lay et al. [23]
calculate a 10W requirement for a reliable 1kb/s link from the
ground to this altitude, compared to on the order of 100mW
for a link to 1,000km orbits. Communication RTT with a

Figure 1: A Walker Star satellite constellation around
Mars with 81 satellites, with nine orbital planes of nine
satellites each at 1,120km altitude. Green points show
ground stations at Mars probe landing sites [22].

ground station on the surface is also reduced by 90% from
125ms (areostationary orbit) to 12ms (1,000km orbit).

The downside of lower orbits is the number of satellites
required for Mars-wide coverage. We show a possible con-
stellation for Mars-wide communication coverage in Fig-
ure 1 [14]1. This is aWalker Star constellation (similar to the
Iridium constellation [43]) of nine orbital planes with nine
satellites each, a total of 81 satellites, each at an altitude of
1,120km. We assume optical ISL in a +GRID topology [4]. By
adding compute resources to this satellite constellation, it
could provide Mars-wide edge computing capabilities. The
maximum RTT from a ground station to a satellite server is
12.5ms, which is sufficient for most applications [27]. While
this may not be the perfect constellation design for Mars,
depending on specific network and quality-of-service (QoS)
requirements [13], it is a useful starting point to discuss
possible network characteristics of a low-Mars orbit commu-
nication and compute constellation.

4 APPLICATIONS
We envision a range of applications that could benefit from
such a compute constellation.
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Figure 2: A device on Mars could offload intensive data
processing, e.g., ML inference, to the compute constel-
lation to reduce energy consumption.
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Figure 3: A collaborative application where a user re-
motely controls a Mars robot. Video rendering and
robot interface services can run within the network
path between the parties, adding little latency to the
interaction.

4.1 Computation Offloading
An obvious use-case for a Mars compute constellation is
offloading computationally intensive tasks from low-power
devices, such as autonomous rovers, scientific instruments,
or sensor networks. We show an example for such an appli-
cation in Figure 2. The rover in this example generates data
by sensing and interacting with its environment. Processing
of this data, e.g., using ML inference, is resource intensive.
Instead of equipping the rover itself with the necessary com-
pute resources, cooling system, and power source, it could
efficiently offload processing to the compute constellation
with low latency.

4.2 Multi-Party Collaboration
Embedding compute resources in the network adds the ben-
efit of low latency processing on the network path to of-
floading. Applications where multiple parties interact, e.g.,
different users or devices, can benefit from low additional
network delay when offloading processing tasks. An example
for such a collaborative application is shown in Figure 3. The
1We make this simulation tool available as open-source: https://github.com/
pfandzelter/mars-orbit-simulator.
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Figure 4: A pull-through cache reduces strain on the
limited bandwidth link between Mars and Earth: by
caching frequently requested files directly in the up-
link network, users can benefit from significantly
lower access latency.
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Figure 5: Preprocessing data on the compute constella-
tion using aggregation or filtering reduces the required
uplink bandwidth for data sent to Earth without in-
creasing resource requirements of the sensors.

user on Mars remotely controls a robot with an immersive
video interface. The satellite network provides low-latency
interaction between the two parties, and the required ser-
vices for rendering video and interfacing with the robot can
be deployed within the network path, without additional
communication delay [3, 27].

4.3 Caching Incoming Data
Similarly to a content delivery network (CDN), the compute
constellation could also support caching incoming data from
Earth [5, 30]. Instead of every client requesting a specific file
over the low-bandwidth and high-delay link to Earth, the
file could be cached after the first request (or even pushed
from the origin location if requests can be anticipated). As
illustrated in Figure 4, subsequent requests for this file can
be served from a local cache, reducing access latency.

https://github.com/pfandzelter/mars-orbit-simulator
https://github.com/pfandzelter/mars-orbit-simulator
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Figure 6: Radiation environments in 1,120km orbit and
on Mars ground compared by means of the effective
dose rate as calculated by MEREM [16].

4.4 Pre-Processing Outgoing Data
Deploying compute services on the path betweenmay also be
used to reduce the amount of data relayed back to Earth: The
example in Figure 5 shows a Mars sensor network sending
data to the satellite network in order to relay it back to
Earth. By deploying aggregation and filtering services to the
satellite servers, data volume can be reduced before it is sent
to Earth [1].

5 FEASIBILITY
The feasibility of edge computing in satellite networks has
been shown for Earth [3, 34]. While the general architecture
is similar for a Mars constellation, we identify three envi-
ronmental differences that could impact the feasibility of
satellite edge computing for Mars.

5.1 Radiation Environment
The radiation environment in LEO is subject to Earth’s mag-
netic field and the Van-Allen radiation belts [12, 34]. Little
aluminum shielding is required to protect commercial off-
the-shelf compute components for a five-year satellite life-
time [25]. With this shielding, a processor has an expected
soft error rate on the order of 10−3 to 10−4 per day [34].
Mars lacks a magnetic field, exposing objects in orbit to

galactic cosmic rays and solar particles [38]. Yet this also
affects equipment on the Mars surface, as Figure 6 shows: A
calculation using the Mars Energetic Radiation Environment

Models (MEREM) [16] shows that the effective dose rate is
comparable between Mars surface and an 1,120km altitude
orbit. The effective dose rate is a measure of particle flux
as it affects the human body [40] and gives an impression
of radiation levels, although it is not directly applicable to
electronic equipment.
We leave a more detailed comparison of Earth and Mars

radiation levels and its constraints for satellite server hard-
ware for future work. We note, however, that also radiation

effects during the transportation of components from Earth
to Mars must be taken into account.

5.2 Impact of Mars Weather
On Earth, heavy rain can impact the up- and downlink perfor-
mance of satellite-based Internet access, decreasing through-
put by 50% [21, 24]. Mars dust storms could degrade high-
bandwidth radio links similarly, but their effect is likely not
as large as that of Earth storms: Ho et al. [20] find that de-
spite their size, large Mars dust storms attenuate Ka-band
radio links only 3dB in the worst case as a result of the small
size of Mars dust particles (1-4µm). This is comparable to
Ka-band link attenuation observed by Vasisht et al. [41] with
cloud cover.

5.3 Cost Reduction
Sending any equipment or even humans to Mars is also a
costly endeavor: To give an example, NASA’s Perseverance
cost an estimated 2.2 billion USD to develop [9]. Launch and
development costs have to be reduced by orders of magnitude
before human settlement and large-scale satellite constella-
tions on Mars can even be considered.
Nevertheless, we can already roughly estimate the cost

benefits of providing Mars compute services from orbit in-
stead of from the ground: Assuming no existing power and
cooling infrastructure on Mars, each compute resource built
on Earth and launched to Mars must carry its own power
generator and cooling equipment. When such a server is
transferred to Mars, it is first inserted to Mars orbit. Hence,
the cost delta between satellite and ground servers is pre-
dominantly the landing equipment necessary to land on
Mars safely. This includes heat shielding to protect hard-
ware from entry into the Mars atmosphere, parachutes, retro
rockets, landing legs, and airbags. Consider as an example
the Mars 2020 mission that included the Perseverance rover:
The rover itself weights 1,025kg, comparable to the exist-
ing 800kg Starlink V2 satellites that include solar arrays,
batteries, Hall-effect thrusters, and radio antennas but no
high-performance compute servers [6, 37]. The entry, de-
scent, and landing (EDL) architecture required for Mars 2020,
however, comprises a 575kg backshell, 440kg heat shield,
and 670kg descent stage with 400kg propellant for a total of
2,085kg [11, 28, 39].

While this is just a preliminary calculation, the more than
200% mass overhead for landing equipment shows that pro-
viding networking and compute services from orbit can be a
significant opportunity for cost savings.

6 CONCLUSION & FUTUREWORK
Exploration of and human settlement on Mars is still many
decades away, yet we argue that discussing the possibilities of
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networking and computing services that may be provided on
Mars is already relevant today. Importantly, our preliminary
evaluation of orbital compute services for Mars show that
existing research in LEO networking and edge computing is
not just relevant for niche use-cases on Earth but may also
become relevant for other planets in our solar system.

Of course, there are still many open questions that must be
addressed, including if human occupation ofMars is desirable
at all. Among those, hardware design is of key concern, as
weather, radiation, and atmosphere on Mars are different
from those known on Earth. Further, this research may also
extend to other planets and celestial bodies that humans may
explore further in the future, e.g., Moon or Venus.
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